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Abstract

In this paper, we propose a solution to re-
duce the labeling costs by applying do-
main adaption methods coupled with ac-
tive learning to reduce the number labels
needed to train a classifier. We assume to
have only one task but different domains
in the sense that we have texts that come
from different distributions. Our approach
uses multi domain learning together with
active learning to find a minimum number
of texts to label from as few domains as
possible to train a classifier with a certain
confidence in its predictions.

1 Introduction

A large cost factor in computer linguistic rises
from the labeling of texts. For example, we want
to investigate the hypothesis that certain state-
ments occur always in positive or negative context
in a large set of texts. A usual approach in com-
puter linguistic would be to go through the texts
and label parts of it as positive or negative to use
them as examples for a classifier. This can be quite
expensive with respect to the texts and the task.
The problem gets an additional twist, in case
we have a large corpus or many corpora of texts
from different domains. To investigate the texts,
we would start to label the texts from a certain do-
main. Now, it is easier to keep labeling only texts
from this domain instead of switching to another.
To reduce labeling costs, we propose to use ac-
tive learning techniques to support us on what to
label. We base our decision on what to label on a
trained classifier and the confidence of the classi-
fication of unlabeled texts. First, we need to know
when we can stop labeling in the current domain.
This will happen when further labels will not in-
crease the quality of the classifier anymore. Next,
we want to find out if we actually need labels from

the other domains when there are not further texts
in the current domain or the quality of the classi-
fier saturates. In case we have large confidence in
predicting the texts in all domains we do not need
further labels. This means, we train a classifier
on only some domains and expect a generalization
on all domains. Unfortunately, this is usually only
possible under strong assumptions on the distri-
butions of the texts in the different domains. By
distributions of the texts we mean the probability
distribution of a stochastic process that generates
the text.

Further, we assume a nonlinear cost model with
respect to the number of labels. We expect that
at the beginning the labeling of the texts demands
largest effort but decreases with more and more
labels. This is intuitively clear since we will grow
accustom to the texts. Further, when we start la-
beling texts from an other domain, we must con-
sider that the effort will be again higher at the be-
ginning and smaller after a while.

The paper is organized as the following. First,
we explain how we can statistically model the dis-
tribution of texts in the different domains and what
classifier we use in our training. Then, we describe
how we use domain adaptation and active learning
to train a classifier for all domains. Finally, we
report results on our propose method on a bench-
mark data set.

2 Related Work

We leverage methods from active learning, do-
main adaptation and multi domain learning.
Active learning tries to direct the labeling pro-
cess considering intermediate results. A classifier
that is trained on a small amount of labeled texts is
used to estimate which further texts should be la-
beled to increase the quality of the classifier when
trained also on these labeled texts. As candidates
for further labeling we use the texts that are clas-
sified with least confidence. This strategy is called



uncertainty sampling (LC94). There are differ-
ent sampling strategies in the literature. A general
overview is given by (Set(09).

We assume that the texts have different distribu-
tions in the domains but the labels have the same
distribution given a text. In this case, instance
weights can be used. In (JZ07), a classifier is
trained on examples with labels and weights for
each example. The weights are chosen such that
the mass distribution of the examples from one do-
main adapts to the mass distributions of an other
domain. By this, they train a classifier using ex-
amples and labels from one domain that general-
izes to an other domain. An other approach is to
model the commonalities of different domains as
proposed by (BMP06) or (DMO06) for instance.

In multi domain learning, a classifier is learned
over several domains. A classifier shall be gen-
erated that performs best over all domains while
using only a small amount of training data that
comes from very few domains. In best case we
need only to training the classifier on a single do-
main. An overview on existing multi learning
methods is given by (JCDR12).

3 Statistical modeling

Since we pose assumptions on the distributions of
texts, we need to model these distributions based
on text examples from the domains. There are
many approaches to model the probability distri-
bution of texts. Here, we use the language model
(PC98).

The probability of a word w or a sequence of
words (a text) can be estimated by the frequency
of the occurrences of the word. Formally, we note
p(w; - - - wy,) as the probability of the event to see
(or to read) the sequence ws - - - wy, in the domain.
Further, p(wy,|wy - - - wy—1) is the probability of
seeing word w,,, after we have already seen the
words wy - - - wy—1. By assuming independence of
words that are farther away from each other than a
given context size, we can estimate the probability
by frequencies easily. Using a context of only one
word we also speak of a bigram model in contrast
to a unigram model when we assume all words are
independent, hence: p(w; - --wy) = [ p(w;).
This naturally generalizes to ngram models, when
we consider a context of n — 1 words.

The concrete probabilities for unigrams can be
estimated for a given domain by the maximum
likelihood estimate of the Multinomial distribu-

tion, hence p(w) = 4 for N, number of oc-
currences of word w among the N words in the
domain.

4 Classifier

As classifier we use support vector machines that
have proven to be efficient in text classification,
see (Joa02) for example. Given a set of texts with
labels, we find a separating hyperplane in a Re-
producing Kernel Hilbert space. In this paper we
use the bag of word representation. Each text is
mapped to a large vector (a word vector) such that
each component tells how many times a certain
word occurs in the text.

During SVM training we mini-
mize a regularized loss, formally
ming S [(L=vi- f@))4] + A - [If]]
using the hinge loss ()4, y; the labels and
x; the texts. We use an adaptation that inte-
grates weights on the texts. This means we
solve the following minimization problem:
mingdy SN B [(1—yi - f(@)4] + A - [If]]
See (LLWO02) for further details.

In order to retrieve confidence in the prediction
of our classifier we use the approach by (P1a99) to
derive posterior probabilities using the outcome of
an SVM. The probability of a prediction given an
example (here a text) is modeled as sigmoid func-
tion: P(y = 1|f(z)) = W. The pa-
rameters A and B are estimated using the labeled
texts. Using this method, we get the confidence of
the prediction of a text as.

S Domain Adaptation

Assuming that the texts are differently distributed
in different domains we use the SVM with
weighted examples as described above. The
weights are estimated based on the difference of
the distributions of texts using importance sam-
pling based on language models.

5.1 Importance sampling

If P, and P, are the text distributions from domain
s and domain ¢ with the same support, we can es-
timate the expected loss under the domain ¢ using
texts from domain s, using importance sampling.
In importance sampling we sample from P, but
weight the examples by G(x) such that f(x) - x
has approximately the distribution P;. For further
reading we refer to (OZ00). We integrate these
weights into the risk minimization framework for



the SVM using the hinge loss L. This results to
the following:

B(L(e,.0)) = [ Loy ) Pilay) - do

In this paper we concentrate on covariate shifts.
This means, we expect that conditional probabil-
ities of the labels, given an observation, are the

same over two different domains. This means,
Ps(y|lx) = P(y|r). Hence, we can write
Pi(zy) _ Pi(z)P(ylz) _ P(z)

Ps(z,y) — Ps(z)-Ps(ylz) — Ps(z)"
5.2 Multi Domain Classifier

We want to train a classifier that can be applied on
different domains but the training is only done on
texts from a single domain or a small amount of
domains. Using the language model we estimate
the probability distributions of the texts from each
domain 4, noted as P;(x). Further, we define an
ensemble of classifiers f;(x). Each classifier f; is
trained with respect to the distribution of domain
1 using importance sampling on an other domain.
Given a trained set of classifiers f; we perform the
prediction on a given text - from any domain - as:
F(z) = fi(z)(x) with i(x) = argmaz;{ P;(z)}.

6 Active Learning across different
domains

In this section we describe how we use active
learning and domain adaptation in order to reduce
the labeling effort over different domains in a clas-
sification task. We generally assume that the dis-
tribution of the texts differ among different do-
mains. Formally this means P;(z) # Pj(x), for
two different domains ¢ and j and a text x. Fur-
ther, we assume that the distributions of the labels
for a given example are the same among the do-
mains, hence Py (y = i|z) = P/(y = ily).

The goal is to train the classifier only on few do-
mains and examples but apply it to all domains. To
achieve this goal, we use an active learning tech-
nique to ask for labels in a certain domain such

that the number of overall labels are minimized
while maximizing the expected quality over all do-
mains. Therefore, we train an SVM with proba-
bilistic outputs to estimate the confidence in the
predictions. This means, for each domain ¢ we
train an SVM on the texts from a single domain
P;(x
P]-Ez))'
These classifiers f; are then combined to the multi
domain classifier F'. The multi domain classifier
is applied to all unlabeled examples from all do-
mains. In case all the resulting predictions have at
least a certain level of confidence we can stop here
and use I’ as final classifier. When there are still
predictions with less confidence we need further
labels.

j, but weight them as described above by

There are two possibilities to continue. First,
we can ask for more labels from the current do-
main. Second, we ask for labels from any differ-
ent domain. We propose to suggest to switch to
a different domain only when there are no further
unlabeled examples in the current domain. Then,
the next domain can be any domain that still con-
tains unlabeled examples. This is a valid approach
since we expect that the texts samples in the differ-
ent domains are independent identical distributed.
Then, we only need to start asking for labels from
a next domain in case we have no further examples
in the current domain. In general, with enough ex-
amples in one domain we expect the same quality
of the classifier when we train only on this domain
as when we train on all domains. This holds be-
cause we expect only a covariance shift.

When we continue - maybe with a new current
domain - we apply each classifier f; on all unla-
beled examples from the current domain, but each
time we weight the examples before applying the
classifier. By this we adapt the mass distribution
to the corresponding domain. Then, the examples
that have the least confident predictions among
all classifiers should be used. Hence, among the
least confident predictions of the unlabeled data
we sample k& examples and ask for their labels.
Afterwards, we train the classifiers again using
also the newly labeled samples, build the multi do-
main classifier and test if we have enough confi-
dent predictions now. If we still have some exam-
ples with low confidence, we simply perform the
steps again.
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Figure 1: Results on Reuters People.

7 Experiments

We test our proposed method on a standard bench-
mark data set that is commonly used in NLP. We
use the Reuters-21578! data set with the topics
people and organizations. For both domains we
estimate a language model to model P;(d) the
probability that document d was generated in the
domain ¢ for ¢+ = s the source domain contain-
ing texts talking about people and ¢ = ¢ the tar-
get domain containing texts talking about organi-
zations. We use the weighted SVM as classifier
and weighted texts from the source domain for
training. The weights are chosen with respect to
the probability of the texts on target domain and
source domain as explained above.

We split the data from the source domain into
3 parts each having 1/5,1/5,3/5 of the original
data. One split is used for the first training with-
out active learning. One split is used for testing the
classifier and the final split is used for active learn-
ing as described above. We use always batches of
200 examples for which we ask labels. In iteration
k these 200 are the examples that are classified
with the least confidence by the classifier trained
with all labeled examples so far.

To investigate the behavior of our proposed
model we conducted several experiments. First,
we tested how good we perform on the source do-
main when we use an active learning approach.
Then, we investigate how our trained classifier
performs on the target domain. We are spe-
cially interested in how much benefit we get from
weightening the examples. Finally, we test our
proposed active learning strategy across the two
domains.

Figure 1 and Figure 2 shows the accuracy on the
source domain respectively target domain for dif-

"http://www.daviddlewis.com/resources/testcollections/
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Figure 2: Results on Reuters Organizations.

ferent experiments. For the first batch, we cannot
perform an active learning strategy since we need
a trained classifier first. Only after we already have
trained a classifier we can perform an active learn-
ing strategy. The first two bars show the results
on the accuracy when we perform an active learn-
ing strategy and when not. We get faster a better
accuracy on the source domain when we actively
ask for the next labels. Next, we test the classifier
on the target domain. The first two bars show the
accuracy when the classifier is only trained on the
source domain without weights. We see that the
accuracy is low and more train data increases the
quality only slightly. Furthermore, we see that the
active learning strategy, which considers only the
source domain here, performs worse on the target
domain. Next, we investigate the domain adaption
by weighting the texts with respect to the language
models. The third bar shows that the accuracy on
the target domain increases when we use impor-
tance sampling. Finally, we test our active learn-
ing strategy across the two domains. The last bar
shows that when we actively ask for labels with
respect to both domains, we get the best overall
accuracy.

8 Conclusion and Future Work

We explained an approach to perform active learn-
ing across different domains. We used impor-
tance sampling and statistical language models to
adapt an SVM trained on a certain source domain
to a different target domain. Our proposed ac-
tive learning strategy that considers both domains
shows good results on a benchmark data set. In the
future we want to investigate how other probabil-
ity models for the texts can be used. Further, we
plan to extend our approach to multi task learning.
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