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Abstract

Data streams have some unique properties which
make them applicable in precise modeling of
many real data mining applications. The most
challenging property of data streams is the occur-
rence of “concept drift”. Recurring concepts is a
type of concept drift which can be seen in most
of real world problems. Detecting recurring con-
cepts makes it possible to exploit previous know-
ledge obtained in the learning process. This leads
to quick adaptation of the learner whenever a
concept reappears. In this paper, we propose a
learning algorithm called Pool and Accuracy
based Stream Classification (PASC), which takes
the advantage of maintaining a pool of classifiers
to track recurring concepts. Each classifier is
used to describe an existing concept. Two me-
thods are presented for classification task: active
classifier and weighted classifiers methods. For
the updating of the pool we use two methods:
Bayesian and Heuristic. Experimental results on
real and artificial datasets show the effectiveness
of weighted classifiers method while dealing
with sudden concept drifting datasets. In addi-
tion, the proposed updating methods outperform
the existing algorithms in datasets with arbitrary
attributes.

1 Introduction

As the data available on the web increases, primgess
the large volume of data and extracting knowledgenf
them is needed. These data are changing and tineyptca
be saved and processed wholly in the same wayaasicl
al data mining assumes. So, presenting new algusith
which could learn and classify using this continsi@nd
unlimited stream of data is a challenging problérata
streams have some properties [Tsymbal, 2004]:

The concept drift could be sudden, gradual, increme
tal or recurring [Zliobaite, 2010a]. When the uridieg
distribution of data changes suddenly at tigestidden
drift occurs. Gradual drift happens when in a pekrad
time, the data is drawn from two distributions ameer
time, the probability of the old distribution deases and
the probability of the new distribution increasesremen-
tal drift can be thought of as a generalized versibgra-
dual drift. Here in the drift period, there coulé Imore
than two distributions to draw data from. Howevke t
difference between the distributions should be kridle
other type of drift is recurring concept, wherevoesly
seen concepts reappear after some time. One importa
challenge in learning from data streams in theges of
concept drift is distinguishing the drift from theise. It is
important to note that I.1.D (Independent Identicddis-
tribution) condition is not valid in the streams hich
concept drift occurs, but it is rational to thirkat small
size batches of data satisfy the I.1.D condition.

There have been extensive studies on sudden addajra
concept drift detection and learning [Baena-Gaetial.,
2006; Gama and Castillo, 2006; Helmbold and Long,
1994; Klinkenberg and Joachims, 2000; Klinkenberg,
2004; Kolter and Maloof, 2007; Kuh et al., 1991;0G
al., 2008; Nishida, 2008; Bifet et al., 2010a; Bi& al.,
2010b; Kuncheva and Zliobaite, 2009; Garnett, 2010;
Ikonomovska et al., 2010; Scholz and Klinkenbe@)&,
Zliobaite, 2010b]. Early systems in data streampsuip
recurring concepts [Schlimmer and Granger, 19864-Wi
mer and Kubat, 1993; Widmer and Kubat, 1996], howev
er, they are mostly considered recently [Lazare2005;
Gama and Kosina, 2009; Katakis et al., 2009; Matkhe
and Barforoush, 2009; Gomes et al., 2010], andtiiikech

as a challenging problem in data streams.

In this paper we propose a learning algorithm which
tries to improve classifying concept drifting datiaeams
by exploiting the existence of recurring conceftsis is
done by maintaining a pool of classifiers whiclupxlated

- They could not be saved completely and so a forcontinuously while processing consecutive batclietata
getting mechanism is needed to forget ineffective(same as previous approaches, e.g. [Gomes et(dll; 2

data.

Katakis et al., 2009; Ramamurthy and Bhatnagar/R00

- The processing of data should be done online anBach classifier of this pool is used to describe ohthe

the algorithm complexity should be simple.
- Most of the time, feature (or class) distributien i

existing concepts. When a new batch of data isivede
first it is classified and after receiving the triabdels of

changed over the time. This is known as conceptistances, it is used to update an existing classii the

drift. If the drift takes effect in the target fuian,
it is named real concept drift.

T This paper is the resubmission of a paper withsérme
topic published in Evolving Systems 4(1): 43-60 12
(an earlier version was published ICDM Workshops1301

pool or add a new classifier to it. Deciding whathssifier
should be updated or whether a new one is neediahis
by some examinations on the new batch of data bhed t
pool. Classification of the instances is done byngishe
classifiers in the pool in an effective and adaptivay.
This algorithm is similar to the one used in [Kasadt al.,



2009], but there are major changes in the stepiseoflgo-  clustering algorithm on the available concepts, dlgo-
rithm. In fact, our contribution is to propose awmethod rithm detects the recurring concepts. For each einin
to classify instances called weighted classifiersthod.  the pool, the algorithm preserves a classifier whidl be
The other novel part of the paper is the presemtaif new  updated through the time. Clustering is done oncthe
methods to update the pool using Bayesian fornmrati ceptual vectors and using the Euclidean distancéhes
and a heuristic method. Finally the presented nusttame  similarity (difference) measure. If the similario§ a new
compared with the existing ones. conceptual vector is more than a threshold, anlablei
The results show the effectiveness of our algorithm concept and its classifier will be updated otheevasnew
terms of accuracy and time especially in data siseaf  cluster and classifier will be created. One majabpem
sudden drifts. In addition, it is tried to solvensmparame- of this framework is how to determine the threshdlde
ter setting problems that exist in some of the joigsyrme-  threshold value is a problem specific parameter and
thods. should be regularized by try and error.
The structure of this paper is as follows: in tlextnsec- Mean and standard deviation is used for the prasent
tion the related works of recurring concepts idésed. tion of models in [Morshedlou and Barforoush, 20G8j.
In section 3 the proposed algorithm is presentedti®h 4  This approach uses a proactive behavior versuts:dbij
evaluates the proposed algorithm and comparesxiie e knowing the current concept, it calculates the plolity
rimental results to some previous methods. Se&ioon-  of next concept. If the probability is more tharthee-
cludes the paper and discusses some future devefdpm shold, the concept will be added to the buffeth# algo-

which can be done. rithm detects a drift and decides to behave prealgti it
selects a concept from the buffer. If the conceptcimes
2 Related Work the batch, it will be updated. If the concept doesmatch

the data and the algorithm behaves proactively,ntie

concept will be selected else if the reactive bairais

selected, a new classifier will be trained on tlach.

[Morshedlou and Barforoush, 2009] uses a heurigtic
proach to select proactive or reactive action. Hethre-

shold parameter should be selected as well as choing

computations to select the suitable behavior eatle t
which is a time consuming action.

The other approach uses meta-learners which caotdet
the reoccurrence of concepts and activate the qusvi
and learning is a hard and challenging problem khigs classifiers using proactive behaviors [Gama andinégs
been studied in recent years [Lazarescu, 2005; Gama 2009]. The meta-learner learns th.e space Wher(b_zilae
Kosina. 2009: Katakis et al.. 2009: Mors'hedlod Radl- learner does well. When the algorithm enters theing
forousf; 2009’. Gomes et aI., 2011’] All of presdntee- phase of drift, meta-learners determine the perdmea of
thods try to extract concept from received instanged (NIl corresponding base learners. If the perfoseais
maintain the concept in a pool of concepts. Evengta more than a th_reshold, _the algorithm will use tzese
new instance arrives, the similarity to availabte@epts learner to classify next instances. Here all bmnk_::rs
is measured and a model is selected or createdreEhef and their corresponding meta-learners (refereesjrain-

this section reviews the researches done in tha afe t@inedinthepool. I

recurring concepts in data streams Another idea used in this domain is the use ofexint
The first algorithm supporting recurring conceptmc ~ SPaCce model to extract concept from learning model

sists of an ensemble of classifiers [Ramamurthy an%Gomzs_et( a}i., %010]'R'A)‘ conhtext S,Bg‘cte |BJ-§aupIet(r)]f the

Bhatnagar, 2007]. Each classifier is built on aadatunk orm & = {dg, az, ..., ay), WHEre a; determines the ac-

and none of the classifiers are deleted. Then wdfitms-  CEPtable regions of featuag Each classifier has a context

ing classifiers for the ensemble, the algorithnestsl only fgrac?rge:glgﬁ'?ﬁeagd arI(I)O;;Tg'?ﬂggg?iﬁ:ﬁ“éﬁﬁgz;
pertinent classifiers and so it supports the réegrcon- Y- ne approp , 9
cepts. their corresponding contexts.

Reference [Katakis et al., 2009] presents a franewo d . lgorith
for the problem of recurring concepts. It extraatson- o Proposed Learning Algorithm

Concept drift learning of data streams has beettiesiu
extensively in recent decades. As discussed prsliou
drifts can be of different types. Most of studigs done
on the learning of sudden and gradual drifts. Bi# poss-
ible drift is the change of the current concepothe of the
previously seen concepts. As in data streams timde
forgets some unused concepts passing the timey-if i
stances from a previously seen concept is presdotdad
learner, it may classify them incorrectly. So tlearher
may be fallen into the trap. Recurring conceptedain

ceptual vector from the arrived batch of data usinigans- Our goal is to propose a new method narRedl and
formation function. We name the instances of allabe accuracy based Stream Classification (PASD)e idea
batch as followed in this method is similar to the methoaposed

Bl = {XL0k) X041 o XL(rb-1) (1)  in [Katakis et al., 2009]. We maintain a pool ddssifiers

wherex, (. is the (+1)" instance of the labeled batch which contains a number of classifiers each deisgila
of data. A conceptual vectaf = (z;,2, ...,2,) IS €X- particular concept which is being updated throubé t

tracted from the batch wheggis a conceptual feature and time. After receiving a batch of data, first we dice the
is calculated from labels of its instances and then receive the talels$.

Then we can use the instances and their labelpdate a
{(P(fi=v|g):i=1.nj=1.mveV} if fisnominal  (2) classifier in the pool or create a new classifier this
batch of data and add it to the pool, if necessHng. clas-
sifiers added to the pool cannot grow arbitrarilg tmax-

wheref; is thei'” feature ; is the set of possible values Imum number of classifiers in the pool cannot excae
of a nominal featurey; ; and o, ; are the mean and stan- predefined limit which is a parameter of our altfom.

dard deviation of th@" class of featuré Then by using a

' { {wijoi:j=1.m} if f; is numeric ’



To update or create a classifier in the pool, fokall
the most relevant concept to the batch of labekd @
selected. If the similarity is more than a prededirthre-
shold or the pool is full, we update the most rale\clas-
sifier with the newly arrived labeled batch. Othmmsvwe
construct a new classifier on it. The classifiesediin our
method can be any kind of updateable classifiers.

In the rest of this section, we seek how to clgstié
batches of data and update the pool. As mentiohedea
after receiving each batch of data, the classificats
done and after receiving their labels, we updageptbol.
In the proposed method, iteratively after receivihgt™"
batch of unlabeled dat - (X 1,%2 ..., %K) such thatx; is
thei™ data of the™ batch, and its labels=(l; ,l; ...,k
such thatl;; is the label ofx; we follow the general
framework shown in Procedure 1.

Input: an infinite stream of batches of instances
Bt'
After classification of each instance;B
its label is revealed to the algorithm.
Output: Predicted labels of instanceg.B
Pool = @; // the pool of classifiers
C = make_classifier(BL1);
RDC = new classifier(); //only used in Bayesian
/Imethod
ac = 1; // active classifier
Wi=1;
Pool = Pool U {C};
X=sum_data(B);
RDC.update(X,1); //1 is the label of X
10 for j=2 to infinity do
11 Classify B
12 Update Pool with Band L;
13 determine active classifier (classifier we@ht
14 end for
Procedure 1. The main framework of PASC.
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In line 2,C is the first classifier which will be added to

the pool andV; (in line 6) is its weightRDC s a classifi-

Procedure 2. In line 2ac is the active classifier angl
stores the predicted labels of the instances.

1 for i=1to kdo

2 pl[B] = Pool[ac].classify(B);
3 end for

Procedure 2. Classify batch according to active ciaifier.

Classifying the Batch According to the classifiers’
weights.

The first way of classifying a batch uses the &ctilas-
sifier that is appropriate for the last batch ofaddlowev-
er, when a sudden concept drift occurs, the meshpel-
formance decreases significantly, because the pppte
classifier for the last batch is not appropriate tfee cur-
rent batch anymore. We suggest using the classifier
the pool in an adaptive way. A positive weight ssigned
to each classifier in the beginning of processhmey thatch
according to the performance of the classifier toa pre-
vious batch and when we want to classify an ingane
use the classifier with the highest weight. Whea titue
label is revealed to the algorithm, the classifigrsights
can be updated. Updating the weights is done atcgptd
the following rule:

w'() = w() = pMUD, ®3)
where w(j) is the current weight of" classifier and
w'(j) is its new weight angd is a parameter in [0,1). If the

j" classifier classifies the" instance correctlyM(j,i) will

be 0, otherwise it is 1. Equation (1) is inspiredni
[Freund and Schapire, 1996] which models the online
prediction problem with a two-player repeated gaiiee
first player is the learner and the second is t&ren-
ment. The leaner can choose a mixed straiedfyat de-
termines how to classify the instances determingthb
mixed StrategyQ of the environment. The mixed strategy
P, determines the weight of each concept to be st
weighted majority method of classifying instancése
mixed strategyQ determines how to present instances to

er andac contains the active classifier which will be usedthe learner. The game is as follows: First, thenea

in the rest of the procedure. In line 8, is an instance

chooses mixed stratedy that determines how it would

constructed fronB,. This procedure contains three main classify the instances, and then the environmeabsts

phases which can be seen in lines 11 to 13.

In the following subsections, we consider the detof
the parameters discussed above and the three pifabes
algorithm.

3.1 Phase 1: Classifying the Batch

In this phase, after receiving a batch of unlabelath
B;, we classify the batch using the classifiers ia plool.
This task can be done in two ways. The first isilsinto
the method used in [Katakis et al., 2009] and #wosd
tries to classify the batch using the weights as=igo the
classifiers.

Classifying the Batch According to the Active Clas§-
er

method is used in [Katakis et al., 2009] to classif
stances using the classifiers in the pool. Thesilas
selected to classify the batch is named activesitias
This classifier is defined according to the lastation. If
in the last iteration, a new classifier was addethé pool,
it would be the active classifier. Otherwise, thassifier
that has the most relevance to the batch wouldhéet-
tive classifier. The pseudocode of this methochm in

mixed strategyQ that determines how the instances are
presented to the algorithm. In the next step, kEragan
observe the loss of using these strategies and sani
change its mixed strategy in the next iteratiorupglating
the weights. It has been shown that for sufficiemtinber
of instances, the error of ensemble with the weighd-
termined by (3) is sufficiently close to the belstssifier’s
error [Freund and Schapire, 1996]. So if the siz¢he
batch is large enough, the performance of our ebkem
classifier on the current batch is close to thdgoerance
of the best classifier in the pool. But this site@dd not
be so large that it violates the 1.1.D conditiontle batch
or makes difficulty in storing data in the memory.

Although using this method is guaranteed to work,we
we slightly modify the method to improve its eféaicy.
First, Instead of using weighted majority to clfssn
instance we use only the classifier with the highes
weight. Second, Instead of applying the updatirg for
every instance, we use it for a subsample of thehtthat
has the size equal to square root size of the batch

The initial values of weights are 1 and after pesoeg
each batch, the weights are set according to tleedis-
cussed in phase 3. The pseudocode of this method is



shown in Procedure 3. In line &, is a subsample of the

instances(X;1,%2,---. %k be (ly1li2....k) given that the

batchB, andm is its size which is set to the square rootinstances and their labels are described by'tr@®ncept

size of the batch. After classifying each instaimckne 4,
if the instance is a member of the subsample, ifilxss
weights will be updated.

1 S=sub_sample(@m);

2 [*makes a sub_sample of size m*/
3 for i=1to kdo
4 pl[B] = classifyw(Pool,W,B;);
5 /*Uses the most weighted classifier*/
6 if S does not contains;B
7 continue;
8 end if
9 for j=1 to size(Poolylo
10 W=W;* Pool[j].error(B;,Ly,);
11 end for
12 end for

Procedure 3. Classify batch according to classifieweights.

3.2 Phase 2: Updating the Classifiers’ Pool

After receivingLy, the true labels 0B, a classifier in the
pool will be updated incrementally or a new classitvill
be created on the batch. If we assume the sizeedbdtch
is small enough, it will be relevant to only one tbe

available concepts, because the concepts in thé pog

represent different hypotheses. So the relevantegin
should be updated using the current batch of ddawve
need to find the concept which descriBgandL, with the
highest probabilityand also find a measure of its corres-
pondence to the batch. In the following two sulisest
two alternatives of performing this task are diseas The
first is a straightforward method and uses Bayesbtem

to find the probabilities. The second is a hewristiethod
which is more efficient than the first.

Bayesian method for Updating the Classifiers’ Pool

In this method, we estimate the relevance proligtufi
each available concept 8 andL; As previously men-
tioned, in the environments subject to conceptt,diiife
I.1.D condition does not hold. But we can assuna this
condition holds for a batch of data that is suéfitly
small. So the probability th&; andL, correspond to con-
cepth; can be formulated as:

P(By, L|h;) * P(hy)
P(hLlBt' Lt) - P(Bt, Lt)

' (4)

where the right side of the equation follows from
Bayes’ theorem. Thus the best concept to des@&ilzend
L is:

argmax;P(h;|B, L)
= argmax; P(B;, L |h;) * P(h,). (%)

Equation (5) uses the fact that the best concegs dot
relate to the probability d8, andL,. As the environment is
non-stationary and we cannot have any assumptioatab
the concepts, we considB(h) which is the prior proba-
bility of the i"" concept to be identical for all concepts. So
equation (5) becomes:

argmax;P(h;|Bg, L)
= argmax; P(B;, L;|h;) (6)
= argmax;P(B¢|h;) x P(L¢|By, hy).
Hence we should estimaR(LB,h) andP(Bjh;). The
former is the conditional probability that the l&bef the

and the latter is the probability that the batclprisduced
in an environment described by tifeconcept.
According to I.1.D condition in a batch, we have:

j=k
P(LelBoh) = [ [P(Lslres o)
=1

Notice thatP(lj|x.;,) can be estimated using the post-
erior probability calculated by th& classifier. To esti-

mateP(By|h;), according to I.1.D we have:
j=k

P(B,|h)) = ]_[ P (e, |o).

i=1

There is a straightforward way to determi?(g|h;) by
using a classifier which we caldw data classifier The
input of this classifier is the unlabeled instankgand its
output is the probability of the instances to bglaa the
concepts. So to train the raw data classifiert flie con-
cept which describeB; andL; best, is determined. Then
all instances in the batch and the concept indexgdd)
as the class label are given to the classifieretaidated.
To determine the relevant concept of the batch,cam
ive all of the batch instances to the classifigut this
will take much time to findP(B/h,) and therefore we use
an alternate way: instead of using all instanceghim
batch we make an instan¥gfor the batchB; and use it to
train raw data classifier (RDCX has the same number of
features as the original instances andf'iteature is simp-
ly the sum of all thé™ features of the instances in the
batch.

After receiving unlabeled batdB, X; is built and the
probability of each of its instances to belong ty af the
concepts in the pool is estimated by the probahiftX;
to belong to the concept which can be calculateRDE.
Then the best concept matchiBgandL, is determined (it
may be a new concept added to the pool) Xnahd the
best concept index are given to RDC to be updéeied.
P(Bh;) can be estimated as:

)

P(B|h;) = p;*,
wherep; is the probability of belonging; to i™ concept
which is calculated by RDC. Therefore, to deterntime
best concept describig andL, we can use:

(7)

(8)

argmax;P(h;|By, L)
=k

= argmax; p;* * HP(ltlj|xtlj,hi).

i=1
To prevent underflow of the products we use (11) In
stead of (10) to find the best concept:

(10)

argmax;P(h;|By, L)
=k

= argmax; k * log p; + z log P(lt,j|xt,j,hi).

i=1

If the pool is not full and the result of the exgsi®n
computed in (11) is less than a paraméterm new clas-
sifier will be added.

Using this method, we must find the posterior ptiba
ity of k instances for finding the best concept and this wi
take much time. To resolve this problem, relyingtba
fact that the instances in the batch are I.I.Dy anlsub-

(11)



sample of the square root size of the batch is tsedti-

tive classifier should be set. Active classifierti® one

mate the best concept. The pseudocode of this whésho that has been updated with the current batch &, dat
shown in Procedure 4. In line &, contains a subsample the bestC parameter of our algorithm.

of the batchB, andm is its size which is set to the square

root size of the batclsl, stores the labels &. Lines 5 to
7 find the best describing classifier of the baichording
to Bayesian method. The varialiiestCrefers to the best

If phase 1 is done in the second way, the weights
should be initialized for the next iteration. Theights of
the classifiers in the pool are set so that inrtéet itera-
tion, the performance of the method will be higlack

classifier andnaxAindicates the result of the expressionclassifier is tested on a subsample of the squatesize

computed in (11) fobestC

X; = sum_data (B;
S = sub_sample (Bn);
SL; = sub_sample ¢m);
/* stores the labels of the*5
(maxA , bestC) = (max,argmax)size(pool)
(m* log (RDC.prob(xj)) +
% i-1:m log (Pool[j].prob(§SL)) );
if (maxA>9; or size(Pool)>maxC)
Pool[bestC].update(R,);
else
C = make_classifier(R.);
Pool = Pool U {C};
bestC = size(Pool);

O©CoO~NOOTS, WNPE
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11
12
13
14 endif
15 RDC.update(xbestC);

Procedure 4. Bayesian method for updating classifie’ pool.

Heuristic method for Updating the Classifiers’ Pool

To find the best concept describiBgandL,, the accu-
racy of all classifiers oB, will be measured. If the pool is
full and a new classifier cannot be added, the tlassifi-
er is updated witlB;, andL,. But if the pool is not full and
the accuracy of the best classifier for this baitikdata is

of the batch and its weight is set by:
wo(i) = B, (12)
WhereA(i) is the accuracy of thi&' classifier. A clas-
sifier which classifies the current batch poorlyl] wave a
less initial weight. Some kind of locality assunoptiis
used in (12) for setting the initial weights whidbes not
work properly when a sudden concept drift occurage
1 tries to handle this problem by updating the Wisg
while processing the batch. The pseudocode ofritds
thod is shown in Procedure 6.

S = sub_sample Bn);
SL, = sub_sample ¢m);
for j=1 to size(Poolylo
c_error= Pool[j].error(SSLy);
W= beta™(2"c_error);
end for
Procedure 6. Determine classifier weights.

1
2
3
4
5
6

4 Experimental Results

In this section, we first introduce the data setstaining
recurring concepts which are used in the experisaent
Then we discuss the parameter tuning of our meématl
compare it to the parameters of CCP framework.hin t

more than a parametéy, then the best existing classifier last subsection the proposed methods are compathd w

is updated by, andL;. Otherwise if the accuracy of clas-

each other and the CCP framework, one of the nrashp

sifier is less thai,, a new classifier is created and trainedising frameworks developed in the tracking of reitgy

on this batch. The reason of using this approadheaisthe
more the accuracy of a classifier on the curremttbés,
the more relevance it may have to the batch. Thezef
the concept this classifier describes can be reforeex-
tended using the current batch of data. The pseutoof
this method is shown in Procedure 5. Lines 4 arfithéd
the best classifier describing the batch accordingeu-

concepts. The experiments show the effectivenesaiof
method.

4.1 Data sets

Three real datasets and one artificial datasettamsen
for the experiments given in this section. Thefiaidi
dataset is moving hyperplanes and contains sudden c

ristic method. The variablbestCrefers to the best clas- cept drift. Real datasets are emailing list [Kegakt al.,
sifier andmaxAindicates the accuracy of that classifier on2009], spam filtering and sensor data. Emailing disd

the current batch.

S = sub_sample (Bn);
SL; = sub_sample ¢m);
[* stores the labels of the*5
(maXA ’ beStC) = (maxvargmfil.X)size(Pool)
(pool[j].accuracy(g§SLy));
if (maxA>theta or size(Pool)>maxC)
Pool[bestC].update(R,);
else
C = make_classifier(R.,);
Pool = Pool U {C};
11 bestC = size(Pool);
12 endif
Procedure 5. Heuristic method to update classifierpool.
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3.3 Phase 3: determining the active classfier (or
classfier weithts)

After phases 1 and 2 are done, some final opesatio

should be done before moving to the next iteratidn.
phase 1 is done according to the active classifier,ac-

spam filtering are high dimensional datasets antb@e
data is a very large real dataset. Emailing list bpper-
plane datasets contain sudden concept drift and ifiar-
ing and sensor data contain gradual drift.

Emailing List Dataset

The emailing list (elist) dataset which is usedKata-
kis et al., 2009] contains a stream of emails abdtdrent
topics shown to the user one after another andabeded
as interesting or junk. To construct this datatbet,data in
usenet posts [Frank, 2010] which exists in 20 nesigas
collection is used and three topics are selecthd.user is
interested in one or two topics in each concept smd
he/she labels the emails according to his/herésteiThe
interests of the user can be changed in time anthiso
dataset simulates recurring concepts and concép{Th-
ble 1). The dataset contains 1500 instances witB 91
attributes and is divided into 5 time periods withual
fhumber of instances .

Spam Filtering Dataset



This dataset is obtained from Spam Assdssallec-
tion and contains email messages. The datasetst®di
9324 instances with 500 attributes and represemaidugl
concept drift .

Table 1. Emailing List Dataset (elist) [Katakis efal. 2009]

1-300  300-600  600-900  900-1200 1200-1500
Medicine + - + - +

Space - + - + -
Baseball - + - +

Hyperplane Dataset

This dataset simulates the problem of predictirag<!
of a rotating hyper plane. In amdimensional space, a
hyper plane decision surface is the equatipf¥) =
w.X = 0 where w determines the orientation of the sur-
face andx is an instance in the space.gi€X) > 0, ¥'s
label is 1, otherwise it is 0. To simulate conceyft, the
orientation of the hyper plane is changed over ti@ar
dataset has 8000 instances with 30 real attribUitesre is
a concept drift after each 2000 instances. Thezeoaty
two concepts which reappear after the first 40G@aimces.

This dataset shows the problem of sudden concefpt dr

and recurring concepts.

Sensor dataset

Sensor dataset is a real dataset which consishe dr-
formation collected from 54 sensors deployed irelint
Berkeley Research laboratory in a two-month pejiiul,
2010]. The class label is the sensor ID, so theee54
classes, 5 attributes and 2,219,803 instancestypleeand
place of concept drift is not specified in the datebut it is
obvious that there are some drifts. For exammétilig or
the temperature of some specific sensors duringvtirk-
ing hours is much stronger than nights or weekends

4.2 Parameter Tuning

One of the advantages of the proposed method s th

its parameters can be tuned in a much simpler way c
pared to the CCP framework method and small chaofyes
parameter values, do not lead to major variationper-
formance. On the other hand, the CCP framework ogeth
has af parameter which is somehow similar to durand
0, parameters. If this parameter is set wrongly inPCC
framework method, the accuracy of the classificatidll
decrease significantly. For exampieshould be 4 for elist
and 2.5 for spam filtering dataset. If we 8¢b 2.5 instead
of 4 for elist dataset, its accuracy will be 55%hea than
77%.

If weighted classification method is used in phasa

parametep is required to update the weights which is by

definition in [0,1). The more sudden the concepft ds,
the smaller the parameter should be. We have sep#h
rameter to 0.1 for all datasets. Another paramistehe
maximum classifier numbem@axQ which is set to 10 and
implies that we expect to have at most 10 differeont-
cepts. In addition, we have a paramétein the heuristic
method which is a threshold for the accuracy of libet

means that only when a classifier has the accunaane
than 0.95 on a batch, it will describe the concapthe
batch correctly. For the other paramet®y,in the Baye-
sian method, we have set it 20x log(0.75) * m, accord-
ing to its definition. This is because we belief/each of
the 2m probabilities of (11) is at least 0.75, then tha@-co
cept can be relevant to the batch and its labdile. Batch
size is set to 50 for elist and spam filtering data and
500 for hyperplane dataset.

As a result, parameter tuning for our method isp&m
than CCP framework method and the same parameters
work well for all datasets with different natureg \wave
chosen. The only parameter that does not haveame s
value for all datasets in our experiments is thetbaize.
This problem also exists in the CCP Framework nutho
and must be resolved according to the propertiethef
dataset.

The reason behind our claim that our parametengett
is simple is that most of these parameters carxpessed
as some property of the datasets, but settingdtenpeters
correctly needs some knowledge about the dataset.

4.3 Results and Discussion

We compared our method with the CCP Framework
method [Katakis et al., 2009] in terms of accurgmgci-
sion, recall and running time. We have discussed twm
tune our method’s parameters in the previous stibsec
The results of our experiments on elist, spamriiltg
hyperplane and sensor datasets are shown in bk
and 5, respectively.

comparison of methods’ accuracies, precisions and
recalls

The results for elist and hyperplane datasetssinat-
late sudden concept drift are much better whengutie
weighted classifiers method rather than active sdfias
method. The difference of about 8% in the accusacan
Be seen. We have tested the weighted classifiettsochén
conjunction with the CCP framework method and taes
result can be seen in terms of increase in theracguThis
is reasonable, because when a sudden concepbatrifts,
the active classifier which is appropriate for thst batch
works poorly in classifying the current batch. Whibe
weighted classifiers method is used, after recgivime
first few instances of the batch, the classifiegights are
adapted so that the concept drift is taken int@actand
the classification task will have a higher accuracy

As a comparison, our weighted classifiers methad ou
performs the CCP framework method for sudden cancep
drift and has similar results for gradual conceyift.dOur
batch assignment methods (Bayesian and heuristied h
results similar to the CCP framework method withioan-
ing parameter setting problems discussed previously

In sensor dataset, CCP and Bayesian batch assiggnmen
methods have lower performances (between 9% and 15%
of accuracy) than Heuristic method. This means @@P
framework and Bayesian method have some problems in
determining the true concept of a batch in senatasgt.
One problem with CCP framework method is that #sus

classifier. So the more thmaxCparameter is and the less the Euclidean distance as the measure of similafitg
sudden the concept drift is, the highershould be. We batch to a concept. ConDis, the distance measw@ ins
have set this parameter to 0.95 for all datasetmhwvh CCP, is dependent on the magnitude of the attribaiiges
and an attribute with large values can reduce fieets of
the other attributes in the distance calculatioine prob-
lem of Bayesian method could be possibly the 149

*The Apache SpamAssasin Project -
http://spamassassin.apache.org/



sumptions made in it. However, Bayesian methotaiit
performs than CCP framework method (about 3%).

Table 2. Results of all methods on elist dataset.

Batch Classification F-
assignment Acc. P R Time
Method measure
Method
Active 0.77 | 0.73| 0.81 0.77 1004
CCP
Weighted 0.82| 0.79 0.8 0.81 1274
Active 0.75 | 0.71| 0.77 0.74 181
Heuristic
Weighted 0.82 0.8 0.83 0.81 1848
Active 0.75| 0.71| 0.8 0.75 2089
Bayesian
Weighted 0.82 0.8 0.84 0.82 246p

Table 3. Results of all methods on spam filtering dataset

Batch —
assignment cIassNr]:a(;lon Acc. P R F- Time
Method metho measure
Active 091 | 0.91 0.84 0.94 221y
CCP
Weighted 0.89| 0.92 0.87 0.93 2820
Active 0.89 | 0.91 0.84 0.93 3942
Heuristic
Weighted 0.89| 0.92 0.89 0.93 4112
Active 0.89 0.9 0.86 0.93 45371
Bayes
Weighted 0.88| 0.91 0.91 0.92 5405

Table 4. Results of all methods on Hyperplane dataset.

Batch classification F-
assignment method Acc. P R measure Time
Method
Active 0.76 0.72 0.81] 0.78 868
CCP
Weighted 0.83 0.81 0.83 0.84 947
Active 0.76 0.73 0.77] 0.78 974
Heuristic
Weighted 0.84 0.81 0.83 0.85 970
Active 0.78 0.75 0.8 0.8 876
Bayes
Weighted 0.86 0.83 0.84 0.87 899

Table 5. Results of all methods on sensor dataset.

b_atch classification Accuracy Time
assignment method
Active 0.71 370560
CCP
Weighted 0.71 813398
Active 0.87 929289
Heuristic
Weighted 0.86 846226
Active 0.74 883682
Bayes
Weighted 0.74 1299652

Comparision of methods’ run times
The run time of each method is shown in the latt co sifiers can be merged or removed to handle morepiom

umn of the result tables (Table 2-5). The most tooa-

suming part of these methods is the time speningathe
training and test methods of the classifiers. la @CP
framework method additional time is spent on tha-co
struction of the conceptual vectors and the clusjeiask.
In all methods, each instance of the batch is wsee to
update a classifier in the pool. The differenceanishe
number of times an instance is classified or itstemor
probability distribution is measured by the class.
Simply, assume thatgTis the time taken to classify an in-
stance and {lis the time taken to find the posterior proba-
bilities for it. In the classification task, eachtd is classi-
fied only once in all batch assignment methods smthe
only major differences are in updating the classifi
weights and in phase 2 where the updating of tassdl-
ers’ pool is done. Suppose that the subsamplecsitiee
batch used in both the heuristic and the Bayesieioas
is m. In the heuristic method, each of theinstances is
classified once using all of the classifiers in plo®l and in
the Bayesian method, the posterior probabilitiesaith of
the m instances are measured by each of the classifiers.
the Bayesian method, one posterior probabilitiggnes
tion and one update by the raw data classifielss ee-
quired for each batch but this can be ignored.hgctime
required in the heuristic method is at most maxC * T,
and in the Bayesian method is at mast maxC = T;. T;

is greater or equal toy&ccording to their definitions. So in
general, we expect using the Bayesian method ise mor
time consuming rather than the heuristic methodabse
the maximum time computed for Bayesian method is
greater. This can be seen in tables 2 and 3, hunhrtbe
last dataset, because in this problem setting wvidyclas-
sifiers are added to the pool for the Bayesian otkth
(among 10 possible classifiers).

In addition, we use a subsample of the batch tatgpd
the weights in the weighted classifiers method he@fcthe
instances in this subsample is classified by edcthe
classifiers in the pool to find the classifierstas. So if
we use the same subsample of the batch for botatingd
the classifiers and their weights, we will obtaitiae sav-
ing when using Heuristic and weighted classifiers- m
thods. Therefore for each of batch assignment mdstho
using weighted classifiers method will consume ntore
than using active classifier. This can be seemlifets 2 to
4 for our three datasets, except in the Heuristathod
because of the time saving we mentioned.

At last, Bayesian method takes the most time anading
batch assignment methods while Heuristic and CCP me
thods take almost the same time using active €lisand
Heuristic method is better when using weightedsifiess.

5 Conclusion and Future Works

We have proposed a method with some variations for
streaming data classification in the presence ofcept
drift and recurring concepts. The general framewssé&d
in this paper maintains a pool of classifiers apdates
them according to consecutive batches of data. Clds
sifiers in the pool are used to classify new batabfedata.
The most similar method to our method is the C@mé-
work. Our method improves the accuracy while itsapa
meter tuning is simpler.

Some future research works related to this studyhtni
include the followings. First, managing the classf in
the pool can be done more complexly. For examées- c

cated situations. Second, parameters of the ahgorédre



dependent on the datasets. If they can be set dgaliyn
according to the datasets, the algorithm will wprkperly
for all datasets. Third, the algorithm should b& n
more real datasets in order to achieve more reliadl
sults.
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