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Abstract
Recognizing complaint documents as early and
as fast as possible is a worthwhile goal for com-
panies. In this paper we present an analysis
showing the complexity of this practically rele-
vant problem. Therefore, we define the task and
its challenges and investigate statistical methods
for automated Complaint Detection in incom-
ing text documents. Two different approaches
for handling complaint documents are presented.
First, we analyze various term weightings in a
standard bag-of-words approach. Second, we
show the effect of feature engineering techniques
known from Natural Language Processing. The
results on four German and one English cor-
pora show that already a linear classifier achieves
valuable results and is competitive to more so-
phisticated methods in most cases.

1 Introduction
Complaints express a person’s dissatisfaction and usually
contain displeasure, anger, or other negative mood, since
the sender is unhappy with some circumstance. Triggering
events may be a company’s products or services. Com-
plaints are valuable for companies. If handled appropri-
ately, i.e., if there is a good working management of com-
plaints, both customer as well as the company will win sat-
isfaction. The customer receives help and the company has
a more satisfied customer. Additionally, complaints are op-
portunities, which can point out general problems. Fixing
such issues improves the quality of products and services
and reaches many customers at once.

Many of today’s companies detect and handle com-
plaints in the following way. A writing, e.g., a letter or
an email, is received, scanned and forwarded to a docu-
ment analysis system. Such a system extracts the text from
the scanned writing and converts it into digital text. Then,
information is extracted from the writing, which helps clas-
sifying it into company specific document categories, like
car insurance or health insurance. Often the document is
forwarded to a specific employee group based on this cate-
gory. Such a group reads the text and if it is a complaint, ei-
ther handles it herself/himself or forwards it to specialized
complaint team. As a consequence, a complaint is handled
only when an employee has recognized it. Since complain-
ing customers are likely to cancel a company’s services
there is a need for prioritized handling of complaint doc-
uments. An automated Complaint Detection (CD) system
is able to detect complaints even before an employee had

to read a single document. This will dramatically reduce a
company’s reaction time.

In this paper we deal with the automatic detection of
complaint documents in incoming mail. We investigate
several Machine Learning (ML) methods on their suit-
ability for this task. Using automated CD combines the
benefits of complaint management, e.g., prioritized han-
dling of complaints, with the faster approach of computer-
supported detection of complaint documents.

The major challenges arising from complaints are the
following:

Domain dependency Every company or even every de-
partment in a company needs to define what a complaint
is. Thus, the definition can be totally different from de-
partment to department. Such differences lead to a tight
domain dependency. We present a trainable method that
can be adapted to different domains.

Consistent guidelines Instructing employees to recog-
nize complaints is a difficult task, because there must be
consistently and precisely formulated decision guidelines.
Otherwise, one employee might say it is a complaint, an-
other one may say it is not. Our statistical method ensures
that a consistent definition of complaints is enforced and
human error is eliminated as a source of inconsistencies.

Amount of documents The amount of incoming docu-
ments in a company can be higher than 1 million a day.
Here, even a very low relative rate of misclassified docu-
ments leads to a high absolute number of not found com-
plaints or writings wrongly declared as complaints. The
former case vanishes the advantage of prioritized complaint
handling. Furthermore, a low false negative rate is of par-
ticular importance in CD because reliable detection of the
first complaint about a new problem and a quick elimina-
tion of the root cause can prevent a large number of sub-
sequent complaints about the same problem as well as the
high cost of losing dissatisfied customers and undoing dam-
age that has already been done. A high false positive rate
is undesired, because companies fear too much additional
manual reclassification effort for their complaint team.

2 Related Work
Generally, detecting complaint documents is a classifica-
tion task. In opposite to other classification tasks, e.g., topic
classification, we have only two classes, namely complaints
and non-complaints. The documents in either class do not
share a certain topic. Instead, the similarity of all complaint
documents is that the sender is unsatisfied with some cir-
cumstance; reasons are quite diverse. The diversity within
the non-complaint documents is even larger. They can deal



with any topic, product, or service. Documents can be for
example invoices, offers, or notification letters. The only
thing these documents have in common is that the sender
does not complain.

We belief that CD is similar to the task of Sentiment
Analysis (SA). It is likely that complaint documents are
written in a negative way. Much research in SA has been
carried out in the movie domain. For example, Pang et
al. [2002] classified the polarity (negative or positive) of
movie reviews using ML algorithms, namely Naïve Bayes,
Maximum Entropy, and Support Vector Machine (SVM).
The authors studied the effect of term weighting schemes
(binary, term frequency), bigrams, and the position of terms
in a review on the polarity classification performance. In
our work we carry out a more thorough research on term
weighting schemes and also evaluate the use of trigrams,
which allow to find longer structures. Furthermore, we
look at several additional feature selection and feature ex-
traction methods, not performed by Pang et al. [2002].
Lastly, our experiments are carried out on four German cor-
pora and a larger movie review corpus.

The subfield of subjectivity classification deals with the
distinction between subjective and objective texts [Wiebe,
2000]. Intuitively, non-complaints are always objective,
like invoices, orders, etc.. However, subjective texts that
are non-complaints are common, e.g., praises or accident
reports in insurance companies. Such texts contain many
polar words and often subjective language, but are no com-
plaints. Moreover, somebody can complain without using
subjective or polar speech. Consider the example sentence:
“Why do you require 2 months for responding to my let-
ter?” There is no explicit sentiment, i.e., a sentiment detec-
tor would probably classify it as a neutral sentence. Nev-
ertheless, the sender is unhappy with the fact that nobody
took care of her/his letter.

3 Term Weightings
The task of classifying a single document as being either
a complaint or a non-complaint is a typical example of
Text Classification (TC). In TC a given text document
is assigned to one or more predefined classes [Sebastiani,
2002]. In this work, we formalize CD as a binary TC task,
where the possible categories are complaint cc and non-
complaint cn.

Documents are represented as bag-of-words: d =[
w1 . . . w|V|

]T
, where wt is the weight of term t

in this document and V is the vocabulary of all possible
terms. A term weight is a numerical value that is assigned
to a term. Salton and Buckley [1988] introduced a nota-
tion for term weights for their SMART retrieval system.
This notation leads to a general definition for term weights:
wtd = ft ∗ fc ∗ fn, where the term weight for term t
in document d consists of three factors: a term frequency
component ft, a collection frequency component fc, and a
normalization component fn1. Table 1 lists the used com-
ponents with their SMART notation and their computation.

For example, txx means that the number of occurrences

1The SMART notation actually consists of two triples:
ddd.qqq, where ddd is the document representation and qqq is
the query representation. We have no explicit queries and thus
neglect the second triple.

2We want to consider new words from the test set and therefore
use this version of idf instead of the common form log N

dft
in order

to avoid division by zero.

notation computation

tt

b (binary) btd =

{
1 if t occurs in d
0 otherwise

t (term freq.) tftd = #(t, d)

l (log) ltd = log(1 + tftd)

tc

x (none) 1.0

f (inv. doc. freq.)2 idft = log N
1+dft

∆f’ (smooth. ∆idf) ∆idf t = log Nc∗dftn+0.5
dftc∗Nn+0.5

tn
x (none) 1.0

c (cosine) cd = 1√∑|V|
t=1 w2

td

Table 1: SMART notation of weighting schemes

of term t in document d, i.e., #(t, d) [Sebastiani, 2002] is
taken solely as term weight. A very common term weight-
ing in Information Retrieval (IR) is tf-idf, i.e., tfx, that ac-
counts for the distribution of a given term t over the en-
tire document corpus. dft is the document frequency and
counts in how many document the term occurs [Sebastiani,
2002]. In order to account for the document length, the
term weight can be normalized by cosine normalization as
presented in [Salton and Buckley, 1988]. A promising new
term weighting for SA called delta idf (∆idf ) was intro-
duced by Martineau and Finin [2009], which instead of cal-
culating the idf based on all documents, considers the idf
values for the both classes separately and uses their differ-
ence: ∆idft = idftc − idftn = log Nc∗dftn

dftc∗Nn
, where Nc and

Nn represent the number of documents in the complaint
and non-complaint class, respectively. dftc and dftn de-
note the document frequency of term t in the corresponding
class. Paltoglou and Thelwall [2010] integrated ∆idf into
the SMART notation and created the so-called smoothed
∆idf (∆f’ in Table 1), which handles terms that occur in
only one of the two classes.

We evaluate all combinations of ft, fc, and fn, which
results in a total of 18 possible weighting schemes for a
single corpus.

4 Feature Engineering
A document corpus represented as bag-of-words can con-
tain millions of terms. Many classifiers cannot handle this
amount of features, because they do not scale well [Sebas-
tiani, 2002]. Furthermore, many algorithms are prone to
overfitting if there are many features. Finally, the more fea-
tures there are, the longer the training (and for some algo-
rithms also the classification) takes. Therefore, a common
approach in many Natural Language Processing (NLP)
tasks is to reduce the number of features. We investigate
the influence of three approaches, stemming, stop-word re-
moval and Principal Component Analysis (PCA).

To perform stemming we use Snowball, a language cre-
ated for writing stemming algorithms [Porter, 2001]. The
English experiments are performed with the Snowball im-
plementation of the Porter algorithm [Porter, 1980]. The
German experiments are carried out with Snowball’s Ger-
man stemming algorithm.

In order to see the influence of stop-word removal, we
use the German and English stop-word lists provided by



corpus compl. non-compl. no. of words

liability 55 170 6,039
car 1,088 2,610 66,961
damage 1 373 989 34,674
damage 2 372 865 31,461

IMDb 1,000 1,000 38,911

Table 2: Corpora statistics

the Snowball project. The English list contains 174 stop-
words. The German list comprises 231 stop-words.

Another technique for reducing the number of features
we investigate is PCA. It is an unsupervised technique that
calculates a transformation T that transforms the high di-
mensional document term matrix M into a lower dimen-
sional space M ′: M ′ = TM . Since the number of di-
mensions m � |V| the problem of high dimensionality is
tackled.

Using only single words as features, as we have done
so far, has a serious drawback. It neglects the position of
terms and their context entirely. A common technique to
incorporate the context of words are n-grams [Manning and
Schütze, 2000]. In the experiments we use bigrams (n = 2)
and trigrams (n = 3).

5 Experiments
We performed all presented techniques on four German
corpora and one English corpus. The four German cor-
pora are real data from real customers3. They were col-
lected in four different German insurance company depart-
ments from daily incoming mail. The departments are li-
ability insurance (Liability), car insurance (Car), and two
different departments dealing with insurances against dam-
age (Damage 1 and Damage 2). The corpora consist of in-
coming paper letters or faxes. Each document ran through
a typical image conversion pipeline with (i) digitizing the
image, (ii) cleaning it in several preprocessing steps, and
(iii) running an Optical Character Recognition (OCR) to re-
trieve machine readable text. The preprocessing of all dig-
ital text documents consists of lowercasing and tokeniza-
tion. Every document was labeled as complaint or non-
complaint by an employee of the respective department.
Table 2 lists the number of complaints and non-complaints
in the corpora after filtering out duplicates and documents
that per se can never be a complaint, e.g., invoices. Addi-
tionally, the number of distinct words is shown. The dis-
tribution of text lengths is very similar for complaints and
non-complaints.

In order to measure the difficulty of this the CD task we
asked two outside parties to manually label 50 randomly
chosen documents from the Car corpus (25 complaints, 25
non-complaints). Both persons were asked to label each
document with either complaint or non-complaint accord-
ing to their own understanding of a complaint. The two
raters agreed in only 32/50 documents (κ = 0.28), which
shows the complexity of this problem and the need for con-
sistent guidelines.

Since we assume that CD is similar to the field of SA,
we use another corpus that is well-known in this domain.
This corpus called polarity dataset v2.0, was introduced
Pang and Lee [2004]. We refer to this document collec-
tion as IMDb, because it comprises 2000 movie reviews

3Due to privacy reasons this data may not be published.

that were automatically extracted from the Internet Movie
Database (IMDb) and labeled as being positive or negative.
The corpus statistics are listed in Table 2. For the sake of
simplicity, we treat the positive class as complaint and the
negative class as non-complaint, in order to have a consis-
tent class naming.

For classification we use the SVM implemented in lib-
SVM from Chang and Lin [2011] with a linear kernel and
default parameters. To obtain the SVM performance we
perform 10-fold cross validation and average the final re-
sults to an overall performance. We measure precision, re-
call and F1 for the complaint class, since we want to focus
on complaints.

6 Results
There are three weighting schemes that produce the highest
F1 on at least one of the corpora. Due to the large num-
ber of combinations we only report resuts for these three
weighting schemes. The configurations are: bxx, t∆f ’c,
and bfc. Table 3 lists the precision, recall, and F1 results.

The term weighting bxx has achieved the best results on
3 out of 5 corpora with a difference of up to 10 % (Dam-
age 1) to the second best weighting, although it is the most
simple feature weighting. Bfc has a very positive effect on
precision compared to bxx on all corpora. Thus, if the rate
of False Positives (FPs) must be kept small, it is a better
term weighting than a binary representation.

In our experiments, all combinations using the new ∆idf
weighting have often led to lower results than bxx. Even
the best combination t∆f’c has shown inferior perfor-
mance.

Although there are some differences in the performances
depending on the corpus, the differences in F1 perfor-
mance have not been statistically significant for p = 0.054.
We conclude that there is no benefit computing com-
plex weightings like ∆idf, because binary weights already
achieve good results. Therefore, we use bxx as the baseline
for further investigations.

All dimensionality results were achieved using the bxx
weighting scheme. They are listed in Table 4.

Stemming and stop-word removal have led to improved
performance on only one corpus each (stemming: Dam-
age 2, stop-word: IMDb). On all other corpora, the perfor-
mance has been inferior. However, the differences have not
been statistically significant. We do not recommend either
of the two techniques.

In an optimal case, PCA strongly reduces the number
of required features and still maintains the same perfor-
mance. We have chosen the number of principal compo-
nents in order to keep 95 % of the data’s variance. For Li-
ability this is 164 principal components (reduction of fea-
tures by 97.3 %), for Car 2,372 (96.5 %), for Damage 1 957
(97.2 %), for Damage 2 874 (97.2 %), and for IMDb 1,439
(96.3 %). This a dramatic decrease in dimensionality. As
Table 4 shows, performing PCA has not lowered the perfor-
mance by much. The losses in F1 have not been significant.
Thus, PCA is very well suited to reduce the feature space
and therefore reduce noise.

Using bigrams has resulted in a better F1 performance
on Car and IMDb. On the other corpora, the performance
declined. Using trigrams could only improve the result on

4We performed a Friedman test with Holm’s test as post-hoc
test, following Demsar [2006].



Liability Car Damage 1 Damage 2 IMDb
P R F1 P R F1 P R F1 P R F1 P R F1

bxx .83 .69 .75 .81 .75 .78 .75 .64 .69 .87 .84 .86 .85 .85 .85
bfc .93 .25 .40 .89 .64 .75 .92 .36 .52 .93 .77 .84 .88 .88 .88
t∆f’c .90 .67 .77 .76 .72 .74 .79 .47 .59 .86 .84 .85 .77 .81 .79

Table 3: Term weightings results

Liability Car Damage 1 Damage 2 IMDb
P R F1 P R F1 P R F1 P R F1 P R F1

bxx baseline .83 .69 .75 .81 .75 .78 .75 .64 .69 .87 .84 .86 .85 .85 .85
stemming .80 .67 .73 .80 .74 .77 .75 .64 .69 .88 .85 .86 .85 .86 .85
stop-word .94 .56 .70 .79 .71 .75 .77 .60 .68 .87 .78 .82 .87 .85 .86
PCA .84 .67 .75 .79 .73 .76 .74 .63 .68 .85 .83 .84 .85 .84 .84
2-grams .84 .56 .67 .84 .75 .79 .84 .58 .69 .88 .80 .84 .88 .86 .87
3-grams .83 .36 .51 .84 .72 .77 .84 .53 .65 .89 .77 .82 .89 .86 .88

Table 4: Feature engineering results

the IMDb corpus. This finding suggests, that n-grams can-
not appropriately capture the context that is necessary to
classify complaints.

7 Conclusion
In this paper we have introduced the topic of CD. We have
argued that complaints are very important for companies as
well as for customers.

As a first step in our research, we have shown that bi-
nary term representation has delivered as good results as
more sophisticated methods or even better and their com-
putation is both, easy and fast. But, if the system’s FP rate
is of importance and many documents are being misclassi-
fied as complaints, bfc should be preferred, because its pre-
cision results have generally been higher. Despite these re-
sults, the independence assumption that the unigram model
makes is clearly wrong and in our case seems to be unable
to capture complaints entirely. But also the use of n-grams,
which consider more context, has not helped. Therefore,
for the classification of complaint documents we need more
linguistic knowledge, e.g., in terms of word polarities or
discourse structures.

Using stemming or stop-word removal has not been ben-
eficial, they have resulted in poorer results. Instead, PCA
is well suited for drastically reducing the feature space (be-
tween 96.3 % and 97.3 %), while maintaining nearly equal
results to those of the baseline. We conclude that other
feature selection approaches may also be helpful in finding
good complaint specific features.

This work is the basis for further analysis of complaint
documents. In a next step we will investigate the usage of
sentiment lexicons, which allow the incorporation of word
polarities in the classification task.
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